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Abstract-Analytical results are presented for the melting of a pure metal from an isothermal vertical wall. 
The investigation focuses on the influence of surface tension on the flow and heat transfer in the liquid 
phase as well as the resultant shape and motion of the solid-liquid interface. A control volume-based 
discretization scheme is used to solve the governing partial differential equations in the irregular melt 
domain while the moving boundary is immobilized by invoking the quasi-steady assumption. Numerical 
predictions reveal a complex interaction between buoyancy forces in the melt and the Marangoni effects 
at the melt free surface. The surface tension-driven convection causes isotherm compaction near the top 
of, and adjacent to the melting front. The associated high heat transfer at the intersection of the solid- 
liquid interface and the melt free. surface results in significant ‘notching’ of the solid. Hence, the influence 
of Marangoni convection is felt strongly in the timewise shape and motion of the solid-liquid interface. 
Predicted global melting rates, however, exhibit less sensitivity to the inclusion of thermocapillary forces 
in the analysis. Representative results for the flow and temperature distribution in the melt are shot-n 

graphically in the form of liquid phase isotherm and stream function distributions. 

INTRODUCTION 

SOLID-LIQUID phase change is a basic heat transfer 
phenomenon important in a variety of industrial 
applications. To date, considerable effort has been 
dedicated to solution of freezing and melting problems 
both in the absence of liquid phase convection and 
in situations where natural convection in the melt 
significantly affects freezing and melting (1, 21. 

Under certain conditions, melt convection may be 
induced by driving forces in addition to buoyancy. 
For example, if the melt is characterized by a 
free surface, melt convection can be influenced by 
thermocapillary forces. Specifically, thermocapillary 
(Marangoni) convection plays a significant role in 
applications such as welding, crystal growth, and glass 
manufacturing [3-71. The characteristics of these 
applications which promote the significance of 
Marangoni effects are relatively small geometries, 
high purity melts and free surface exposure to an inert 
environment. In larger geometries, buoyancy forces 
generally overshadow Marangoni effects while use of 
low purity materials in relatively active environments 
promotes species adsorption at the exposed surface. 
The surface species distribution adjusts to induce 
solutocapillary forces which offset their thermal 
counterparts resulting in effective no slip boundary 
conditions at this location [S]. 

Although considerable attention has been given to 
the effects of buoyancy in freezing and melting appli- 

cations, as well as Marangoni effects in the absence of 
phase change, relatively little effort has been directed 
to the general case of combined buoyancy and Maran- 
goni-induced melt convection with solid-liquid phase 
change. A combined numerical and experimental 
study involving a high Pr melt (n-octadecane) in a 
rectangular enclosure with heated and cooled side 
walls has been reported [9], and a numerical analysis 
of steady-state conjugate heat transfer in the same 
geometry has been considered [lo]. Both studies have 
shown that thermocapillary convection can influence 
melting or solidification by enhancing or reducing 
solid-liquid interface. heat transfer rates near the free 
surface and the bottom of the enclosure, respectively. 
In contrast, recent simulations of pure metal solidi- 
fication at a vertical wall accounting for buoyancy 
forces only have not been in good agreement with 
experimental results, and the discrepancy has been 
attributed in part to uncertainties regarding the free 
surface hydrodynamic boundary conditions [ 111. 

Perhaps the paucity of attention directed to Maran- 
goni effects in freezing and melting is related to the 
difficulty in observing Marangoni phenomena in the 
heat transfer laboratory where a relatively dirty en- 
vironment is present. However, in applications where 
the solid material purity demands are high, such as 
in microelectronics crystal growth, thermocapillary 
phenomena are observable and can be significant [ 121. 
Hence, the objective of this study is to consider how 
Marangoni and buoyancy forces interact to influence 
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NOMENCLATURE 

cavity aspect ratio, H/W 
liquid specific heat 
r) dimensionless solid-liquid interface 
position 
Fourier number, at/H2 
gravitational acceleration 
liquid metal height 
latent heat of fusion 
thermal conductivity 
Marangoni number, c’( T, - Tf) H/pa 
local Nusselt number, qH/k( T, - Tf) 
unit vector normal to the solid-liquid 
interface 
dimensionless local pressure 
reduced pressure in pressure and mass flux 
interpolations 
Prandtl number, v/a 
local heat flux 
Rayleigh number, gj3(Tw - Tf)H’/va 
Stefan number, q( T, - Tr)/Ahr 
time 
temperature 
velocity in the x-direction 
dimensionless velocity, uH/a 
velocity in the y-direction 
dimensionless velocity, vH/a 
molten volume fraction 
dimensionless normal melt front velocity 

W melt free surface length 
X coordinate direction normal to heated wall 
X dimensionless coordinate, x/H 

Y coordinate direction parallel to heated wall 
Y dimensionless coordinate, y/H. 

Greek symbols 

; 
thermal diffusivity 
thermal expansion coefficient 

I3 dimensionless temperature, 

(T- Tr)/(T,- T,) 
p dynamic viscosity 
V kinematic viscosity 

P* density ratio, pJp, 
r7 fluid surface tension 
6 surface tension variation with 

temperature, da/d T 
‘5 dimensionless time, Fo Ste 
I/I* dimensional stream function 
R length scale in &Cl scheme. 

Subscripts 
f fusion point 
i solid-liquid interface 
1 liquid quantity 
W heated wall quantity 
X x-direction quantity 

Y y-direction quantity. 

1 

a solid-liquid phase change process. Specifically, con- 
sideration is given to the physical system shown in 
Fig. 1. Here, a solid material is contained within an 
enclosure and is initially at its fusion temperature. 
The material is melted by impulsively heating the left 
enclosure wall above the fusion temperature. The 
material’s top surface is either exposed to an inert 
environment so that both buoyancy and surface ten- 
sion forces exert their full influence on the melt con- 
vection, or is characterized by effective no slip hydro- 
dynamic boundary conditions. The physical situation 
which motivates the specification of the dimensionless 
parameters of the study is melting of a silicon ribbon 
with a thickness of approximately 5, 10, and 20 mm. 
Variations in the silicon thickness lead to changes in 
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FIG. 1. Schematic of the physical system. 

the relative intluence of buoyancy and surface tension 
forces, as will become evident. 

ANALYSIS 

Two-dimensional melting of a solid slab of pure 
metal from an isothermal vertical wall is modeled 
mathematically. In general, the melt is characterized 
by a free liquid surface and undergoes convection 
due to the presence of buoyancy and thermocapillary 
forces. The metal is assumed to be initially at its fusion 
temperature T,, eliminating the need for solution of 
the energy equation in the solid. At time t = 0 the 
temperature of one vertical wall of height H is raised 
impulsively to a prescribed temperature above the 
fusion point, T, > Tf. 

In order to simplify the analysis, certain assump- 
tions consistent with recent numerical treatments of 
combined surface tension/buoyancy induced flow and 
melting processes have been made. The melt free sur- 
face is assumed to be flat and nondeformable. The 
Boussinesq approximation is employed and the sur- 
face tension is assumed to vary linearly with tem- 
perature. The thermophysical properties of the melt 
are evaluated at (T,+ Tr)/2 and the flow and heat 
transfer are assumed to be laminar. Viscous dis- 
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sipation is neglected, as are the slight normal velocities 
at the solid-liquid interface due to the material density 
change upon melting. 

Due to the high melting temperature of most liquid 
metals, it may be anticipated that radiative exchange 
between the free surface and the environment above 
will redistribute surface temperatures and impact ther- 
mocapillary phenomena. A preliminary numerical 
investigation was performed in which a layer of 
molten silicon with w/H = 2.0 was held within a 
square enclosure. The vertical enclosure walls were 
maintained at T, and Tf, while the ceiling and bottom 
of the enclosure were characterized by a linear tem- 
perature distribution and adiabatic thermal boundary 
conditions, respectively. Radiative exchange between 
differential areas located on the melt surface and 
diffuse gray enclosure walls was included in the simu- 
lation of thermocapillary flow within the melt. For a 
range of operating conditions similar to those con- 
sidered here and for wall emissivities between 0.1 and 
0.9, thermocapillary convection within the melt (with 
a conservatively estimated molten surface emissivity 
of 0.75) was, for all practical purposes, unaffected by 
radiative exchange. Local cold wall heat transfer rates 
were affected only marginally, with uniform shifts of 
approximately 10% over the range of wall emissivities 
considered. In light of these results, the horizontal 
bounding surfaces are considered to be adiabatic in 
this study. 

tinder the foregoing assumptions, the partial 
differential equations governing the transport of mass, 
momentum, and energy in dimensionless form are 

continuity 

g+go; 
momentum 

(1) 

energy 

(4) 

The boundary conditions applied to the melt are : 

at heated wall, X = 0 

u= v=o 

e- 1; @a) 

at the solid-liquid interface, X = F( Y, t) 

u- v=o 

B=O; 

at the bottom of the melt, Y = 0 

u= v=o 

@b) 

ae 
ry= 0; 

(54 

at the melt free surface, Y = 1 

v=o 

au 
~y=MCZ; 

or 

u=o 

de 
Jy-= 0. 

It should be noted that the Marangoni number 
appearing in equation (Sd) is a ratio of thermo- 
capillary to viscous forces in the melt. Due to the 
limited choice of a normalizing length scale, the sys- 
tem height, H, was selected. As such, Ma used in this 
study is rather artificial since it is usually defined in 
terms of the free surface length, W. Since w is an 
outcome of the solution here, recourse to utilization 
of a more physically meaningful length scale in Ma is 
prohibited. 

To complete the specification of the problem an 
energy balance is performed at the solid-liquid inter- 
face, yielding 

where -VB*fi is the local normal heat flux to the 
solid-squid interface and V, the dimensionless local 
normal interface velocity. 

Numerous methodologies have bean used to predict 
melting in the presence of natural convection [2, 13- 
16]. A control-volume based discretization scheme 
was employed in this study. The salient features of the 
solution method, which has been used previously to 
simulate buoyancy-only melting of pure metals [18] 
are the following. The governing partial differential 
equations in terms of primitive variables were inte- 
grated over discrete non-orthogonal control volumes 
in the melt domain. All tetms arising from the non- 
o~hogon~ty of the grid were retained in the solution 
procedure.The melt front was advanced by invoking 
the quasi-steady assumption ; the melting process was 
assumed to take place via a series of steady-state 
periods during which the solid-liquid interface was 
immobilized. The computational procedure could 
then be divided into two parts : the steady-state advec- 
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(ion-diffusion iterations, and the solid-liquid inter- 
face displacement. 

The scheme used for the solution for the advection- 
diffusion equations is a modification of that presented 
in ref. [17] and discussed in ref. [lS].The power-law 
formulation of Patankar [19] was employed and 
additional terms arising from the nonorthogonality 
of the grid are treated as sources in the discretized 
equations. The dependent variables, U, V, P and 0 are 
stored at the same node and the p--Q scheme [ 171 was 
employed to interpolate mass fluxes and pressures to 
the control surfaces in order to avoid the prediction 
of unrealistic velocity and pressure fields [19]. 

With the converged temperature field for each time 
step the local interface heat flux in equation (6) is 
evaluated. The solid-liquid interface energy balance 
is scanned over the entire interface, and the time step 
is then selected such that the maximum local interface 
displacement is less than 5% of the corresponding 
local melt gap width. This ensures that the time step 
is small early in the melting process, when heat trans- 
fer rates to the solid-liquid interface and hence inter- 
face velocities, are high. Later, after the establishment 
of quasi-steady melting, the time step increases. After 
the interface is displaced, the steady-state advection- 
diffusion equations are re-solved. 

An algebraically generated non-orthogonal grid 
was used to define the control surfaces of the grid 
system. Horizontal and nominally vertical control sur- 
faces were determined with power-law clustering 
schemes over half of the melt domain 

j= I,2 ,...,MSl (7) 

, i=1,2 ,..., N+l (8) 

where 2M and 2N are the number of control volumes 
in the Y- and X-directions, respectively. The remain- 
ing half of the control surfaces were generated so that 
the grid distribution was symmetric about Y = l/2 and 
X = F( Y, r)/2. The horizontal control surfaces were 
generated once and remained unchanged through- 
out the simulation. Generation of the vertical control 
surfaces was performed at each time step according 
to equation (8). 

Considerable care and compromise is involved in 
the selection of m, n, M and N in this study, beyond 
that associated with the analysis of pure buoyancy 
melting. Ideally, the control surfaces will be deployed 
in a manner which leads to faithful prediction of local 
heat transfer rates at the solid-liquid interface, melt 
convection in the far field, and secondary recir- 
culations. For the pure buoyancy case, a nearly uni- 
form distribution (m = 1.25) for the horizontal con- 
trol surfaces and clustering of nodes near the heated 
vertical wall and melt front (n = 1.75), used in con- 
junction with a relatively coarse grid (20 x 24 control 
volumes) has been reported previously [ 181. This grid 

distribution was selected as a compromise between 

computational cost considerations and attainment of 
grid-independent results. 

In contrast to the comparatively modest grid spac- 
ing requirements for low Rayleigh number, pure 
buoyancy simulations, numerical simulations of pure 
thermocapillary-induced convection can demand util- 
ization of very fine grid networks. For example, in the 
case of pure thermocapillary-induced flow in a square 
enclosure with a Pr = 1 fluid, extremely fine grid net- 
works (approximately 150 control volumes in both X 
and Y) are necessary to resolve details of the flow and 
even finer networks may be necessary for liquid metals 
[20]. These severe mesh refinements are necessary due 

to isotherm compaction resulting from Marangoni 
convection-intensified flow at the top of the cold wall. 
The steep temperature gradients induce increased sur- 
face velocities through the free surface hydrodynamic 
boundary condition (equation (5d)) which, in turn, 
promote steep temperature gradients. etc. The result- 
ing thermocapillary forces can become so large that 
maximum surface velocities can be predicted (unre- 
alistically) at the grid node adjacent to the cold wall. 

Noting the reported expense of pure buoyancy 
melting simulations [18] it is impractical to incor- 
porate extremely fine grids in solid-liquid phase 
change problems with significant thermocapillary 
effects included in the analysis. Fortunately, however, 
the consequences of using a relatively coarse grid are 
not as serious in the melting problem as implied by 
the previous discussion. When the thermocapillary 
forces are included in the liquid phase, isotherm com- 
paction at the top of the cold wall leads to relatively 
large local heat transfer rates at this location [21]. As 
a result, ‘notching’ of the solid will occur and a thin, 
nearly-horizontal finger of liquid will extend above the 
solid [22]. Within the notch, the melt must negotiate a 
sharp (nearly 180’) turn in order to return to the 
bulk of the liquid phase. As a result. the free surface 
velocities are slower relative to the enclosure problem, 
since the underlying fluid is traveling away from the 
cold wall. Viscous damping of thermocapillary- 
induced flow due to solid notching has been noted 
previously in conjugate solid-liquid simulations 
including buoyancy and thermocapillary effects and 
the grid size restrictions may be relaxed considerably 
in order to achieve grid independent results [IO]. 

In this study, values of m, n, M and .V are 1.10, 1.75, 
15 and 12 (30 x 24 control volumes). respectively. The 
selected values are a compromise between achieve- 
ment of problem tractability and resolution of the 
details of the flow field. In defense of the grid gen- 
eration scheme, none of the simulations reported here 
are characterized by maximum free surface velocities 
immediately adjacent to the solid-liquid interface. 

The calculation procedure was initialized with a 
thin layer thickness at a dimensionless time given by 
the conduction solution. The initial time was Fo = 1, 
and the corresponding Rayleigh number based on gap 
width was always less than 250. The solution for the 
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flow field at each quasi-steady time step proceeded exert their full influence on the melt and will assist 

until the heat transfer rates at the hot wall and the buoyancy effects in driving melt convection. Rep- 

solid-liquid interface agreed to within 0.001%. In gen- resentative results for the same melting scenario 

eral, the corresponding maximum mass residual associated with Fig. 2, but including surface tension 

within the melt was of the order of lo-‘. effects are shown in Fig. 3. 

RESULTS 

The physical system associated with the simulations 
is the melting of a pure silicon layer of various heights. 
The solid silicon is initially at its fusion temperature 
and the left wall of the enclosure is raised impulsively 
to 10°C above Tr. No slip and Marangoni hydro- 
dynamic boundary conditions, respectively, are 
applied at Y = 1 in order to consider the limiting 
surface tension effects. The thermophysical properties 
of silicon are from refs. [23-251. 

The Stefan and Prandtl numbers associated with the 
simulations are 0.005 and 0.03, respectively. Simu- 
lations were made for Ra = 4.0 x 102, 3.0 x 10’ and 
2.5 x 10’ and Mu = 1.0 x lo’, 2.0 x 10’ and 4.0 x 103. 
These dimensionless parameters correspond to silicon 
ribbon heights of 5, 10 and 20 mm, respectively. Tbe 
silicon layer heights were selected in order to consider 
a range of conditions where either buoyancy or ther- 
mocapillary effects dominate the melting process. The 
ratio of buoyancy to surface tension forces is de- 
scribed by the dynamic Bond number, Bo = RajMa. 
The simuIations are characterized by Bo = 0.40, 1.50 
and 6.25, suggesting that the impact of thermo- 
capillary phenomena diminishes as the silicon 
height is increased. The dimensionless stream function 
is evaluated in order to ascertain the strength of the 
convective motion and is defined in the usual way 

where the stream function at X = 0, Y = 0 has been 
arbitrarily taken to be zero. The dimensionless stream 
function $ may be expressed in terms of the dimen- 
sional stream function as $ = $*Pr/v. 

The results of Fig. 2 are associated with the impo- 
sition of no-slip boundary conditions for the thickest 
silicon layer, H = 20 mm, and are consistent with 
those previously reported for melting liquid metals 
including only natural convection effects [18]. These 
results serve as a benchmark with which thermo- 
capillary-assisted melting may be compared. Advec- 
tion of relatively warm fluid from the hot left wall 
to the solid-liquid interface induces accelerated melt- 
ing near the top of the phase change boundary. Weak 
recirculations are predicted to occur within the melt 
at intermediate (Fig. 2(b)) and later (Fig. 2(c)) times. 

Relative to the previous discussions concerning the 
effect of surface contamination, the results of Fig. 2 
correspond to melting of liquid metals with an 
adsorbed film layer or slag providing effective no slip 
hydrodynamic boundary conditions. In the absence 
of contamination, thermal surface tension forces will 

Differences between Figs. 2 and 3 are readily appar- 
ent. As expected, inclusion of surface tension forces 
in the analysis induces relatively large melt velocities 
at the free surface. Due to the absence of no slip 
conditions at Y = 1, the center of rotation of the main 
cell is raised, relative to its position for the pure buoy- 
ancy simulation. The magnitudes of the maximum 
dimensionless surface velocities are 350, 225 and 185 
for Figs. 3(a)-(c), respectively, and reflect the reduc- 
tion in the average horizontal surface temperature 
gradient with increasing melt gap width at the free 
surface. Because of the increased melt velocities at the 
free surface, thermal advection from the warm left 
wall to the solid-liquid interface is enhanced. Accord- 
ingly, isotherm compaction is amplified at Y = 1, 
X = F( Y, r), melting rates are increased near the free 
surface, and notching of the solid results. 

As the fluid cools near the phase change interface 
it drops into the bulk of the melt and is no longer 
directly influenced by surface tension forces. The fluid 
parcels are sent down the chute-like profile of the 
solid-liquid interface and are returned to the hot wall. 
As a result of this flow, a weak recirculation is induced 
below the lip of the chute in much the same manner 
as observed in Fig. 2. Incontrast with previous results, 
the recirculation evident at X = 0, Y = I in Fig. 2 
disappears as thermocapillary forces assist their buoy- 
ancy counterparts and lead to well-behaved flow at 
this location. 

Figures 4 and 5 include the local cold and hot wall 
Nusselt number, respectively, at various times for the 
simulations of Figs. 2 and 3. As is evident, overall 
heat transfer rates across the melt layer decrease with 
time as the molten material poses an ever-increasing 
thermal resistance between the warm wall and the 
solid-liquid interface. Variations in the local Nu may 
be traced to the combined effects of buoyancy and 
thermocapillary forces and the shape of the solid- 
liquid interface. 

As seen in Fig. 4(a), which is associated with the 
imposition of no slip conditions at Y = 1, natural 
convection induces enhanced melting at the solid- 
liquid interface in the upper portions of the domain. 
Local heat transfer rates, for example in the vicinity 
of Y = 0.3, may increase with time and this seemingly 
anomalous behavior is traced to temporal variations 
in the solid-liquid interface shape. 

Inspection of Fig. 4(b), which is associated with 
combined thermocapillary and buoyancy induced 
flow, reveals the increased local heat transfer resulting 
from isotherm compaction at the top of the solid- 
liquid interface. Whereas the spatial variations of NU 
are relatively smooth in Fig. 4(a), sharper variations 
occur as thermocapillary effects are included in the 
analysis. Particularly noteworthy are the ‘S’ shaped 
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FIG. 2. predicted melt streamlines and isotherms for Ru = 2.5 x 10’ and no slip boundary conditions : (a) 
r=O.OS,$,= _.. 1.9; (b) s = 0.15, $, = 0.04, $t = -3.5, &= 0.01; (C) T = 0.25. +I = 0.0% $2 = -4.2p 

qt3 -ii 0.01. 

FIG. 3. predicted melt streamlines and isotherms for RU = 2.5 X 10’ and 44~ = 4 X 10’: (a) T = 0.05. 

$1 = -2.3; (b) r = 0.15, $, = -3.6, J1* = 0.004; (C) r = 0.25, $I = -42 $2 = 0.003. 
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FIG. 4. Predicted interface Nu for the results of (a) Fig. 2 
and (b) Fig. 3. 

spatial variations in Nu at, for example, Y z 0.6 for 
r = 0.10. Within the ‘s’ distribution, relatively low 
local heat transfer rates are associated with the recir- 
culation beneath the lip of the liquid-solid interface 
chute. Relatively high heat transfer occurs above the 
recirculation and is responsible for the propagation 
of notching to eventually include most of the Y range. 

Warm wall Nusselt number distributions associated 
with the simulations of Figs. 2 and 3 are shown in 

FIG. 
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5. Predicted hot wall Nu for the results of (a) Fig. 
(b) Fig. 3. 

2 and 

Figs. 5(a) and (b), respectively. In general, the Nu 
distributions at the warm wall are of little interest, but 
reflect the modifications in the system hydrodynamics 
induced by thermocapillary phenomena. 

As was seen in Fig. 4, overall heat transfer rates 
across the melt decrease with time. However, the local 
Nusselt number at the hot wall decreases everywhere 
due to the planar system boundary. As expected, the 
inclusion of thermocapillary forces in the analysis 
decreases Nu near the upper surface of the warm wall 
due to destruction of the recirculation which occurs 
near this location when no slip boundary conditions 
are applied. Local curvature in the Nu distribution is 
more pronounced when surface tension effects are 
included and is traceable to the relatively active flow 
in the upper portions of the melt. 

As Bo decreases with decreasing H, transition to 
thermocapillary-dominated flow is expected to occur. 
The results of Fig. 6 are associated with the smallest 
H, Ra, Ma and Bo (5 mm, 400, 1000 and 0.4, respec- 
tively). The predictions for the no slip case are not 
presented since the system response is conduction 
dominated and the solid-liquid interface is vertical. 

For Marangoni-dominated conditions, complex 
multicellular convection is predicted to occur through- 
out the duration of the simulation. At early times 
(T = 0.05, Fig. 6(a)), a series of stacked convec- 
tion cells occupies the melt region. The uppermost cell 
is most vigorous and is driven by thermocapillary 
forces at Y = 1. The thermocapillary effects propagate 
throughout the bulk of the melt and the middle cell 
rotates in a counter-clockwise fashion in defiance of 
the buoyancy forces within the system. In turn, the 
bottom-most cell is rotated by viscous forces exerted 
at its interface with the middle ceil, as well as the 
buoyancy forces within the system. 

The uppermost convection cell is of sufficient 
strength to promote significant advection within the 
melt. Advective action compacts isotherms at the top 
of the solid-liquid interface and leads to interface 
notching. In contrast, the vertical, uniformly-spaced 
isotherms in the lower two-thirds of the melt suggest 
conduction-dominated transport. 

As time progresses, the two secondary cells shift 
their relative positions and, eventually, the middle cell 
retreats to a position beneath the lip of the solid- 
liquid interface chute at T = 0.25 (Fig. 6(c)). As noted 
for the higher Bo results of Fig. 3, the maximum 
dimensionless melt surface velocities continually 
decrease as the melt thickness increases and are 72,SO 
and 42 for T = 0.05,0.15 and 0.25, respectively. 

Figure 7 presents interface and hot wall local Nus- 
selt number distributions associated with the results 
of Fig. 6. Inspection of Fig. 7(a) reveals the decrease 
in the overall Nu as the melt width increases. Ther- 
mocapillary forces induce the high melting rates near 
the free surface and their effects penetrate further 
downward as the melt width increases. The ‘s’ shaped 
Nu distributions are more distinct than those of Fig. 
4(b) and are again attributed to the solid-liquid inter- 
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b) 
FIG. 6. Predicted melt streamlines and isotherms for Ru = 400 and Mu = 1 x 10': (a) r = 0.05, tit = - 1.0, 
ti2 = 0.025, +, = -0.038; (b) T = 0.15, $, = - 1.3, $* = 0.045, $, = -0.05; (c) r = 0.25, IL, = - 1.4, 

$* = 0.051, $, = -0.026. 

face shape and the presence of the secondary recir- 
culation. In the bottom half of the system, however, 
existence of conduction-dominated heat transfer is 
suggested. 

The warm wall Nu distributions of Fig. 7(b) also 

0.8 - 

0.6 - 

Y 
0.4 _ 

0.8 

0.6 
Y 

0.4 

FIG. 7. Predicted (a) interface Nu and (b) hot wall Nu for 
the results of Fig. 6. 

reflect the influence of thermocapillarity at Y = 1 with 
small Nu existing at this location. Although the uni- 
form Nu distributions at small Y seem to indicate 
conduction-dominated conditions, a comparison of 
hot and cold wall Nu values shows that advective 
thermal transport is important, even in the lower por- 
tions of the melt region. Indeed, a difference in hot 
and cold wall Nu values is required in order to offset 
the variations in Nu at large Y and conserve energy 
on a global basis. 

As is evident in the results thus far, variations in 
the convective transport within the melt due to 
inclusion of surface tension forces in the analysis lead 
to changes in the local melting rates at the solid-liquid 
interface. A summary of the resulting modifications 
to the timewise variation of the solid-liquid interface 
location, at various times, is shown in Fig. 8. 

As the height of the silicon layer is increased, both 
buoyancy and thermocapillary forces are enhanced 
and accelerated melting occurs. Locally, however, the 
width of the melt region may actually decrease when 
Marangoni effects are taken into account. For all of 
the cases considered here, a thicker melt region at 
Y = 1 coincides with a thinner melt region at the Y 
location of the secondary recirculation noted in the 
previous figures. In general, the melt widths for the 
Marangoni and no slip simulations coincide at small 
Y. 

Although significant variations in the local melt 
width are induced by thermocapillary effects, the com- 
plex interactions between the melt and the solid lead 
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FIG. 8. Predicted solid-liquid interface positions at various 
times. The interface positions correspond to imposition of no 
slip (solid line) and Marangoni (dashed tine) hydrodynamic 
boundary conditions. The interface locations are shown at 

r = 0.1,0.2,0.3,0.4 and 0.5, from left to right. 

to less severe variations in the overall melting rate. 
To quantify this notion, the molten fraction may be 
obtained from a numerical integration of the melt 
cavity volume 

V* = A 
s 

‘F(Y,r)dY 
0 

where the aspect ratio for all the simulations is 0.5. The 
dimensionless melt volume for all of the simulations is 
plotted vs time in Fig. 9. 
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FIG. 9. Predicted temporal variation of the melt volume for 
all of the predictions presented here. 

The results of Fig. 9 indicate that the melt volume 
increases as convective effects (Ru) are increased 
within the system. Surprisingly, however, the nature 
of the hydrodynamic boundary condition imposed at 
Y = 1 wields little influence on the overall melting 
rate. For example, at Ra = 2.5 x 104, inclusionofther- 
mocapillary effects is responsible for only a 3% 
increase in the melt fraction at r = 0.25. In contrast, 
thermocapillary effects are responsible for variations 
in the local melt thickness of approximately 30% at 
the same time for the same simulation. Again, the 
disparity in the importance of thermocapillary effects 
is attributed to local increases and decreases in melting 
rates at the phase change interface due to the complex 
hydrodynamic flow field interaction with the solid. 

CONCLUSIONS 

Numerical predictions have been made for melting 
of a pure metal with combined buoyancy and surface 
tension forces included in the melt. Thermocapillary 
forces are observed to have a significant impact on 
the local melting behavior and shape of the solid- 
liquid interface. Isotherm compaction near the top 
of the melting front causes significantly higher local 
melting at this location relative to the pure buoyancy 
case. Complex multicellular flow patterns are 
observed in the melt, and this flow structure is inti- 
mately related to the local Nusselt number distri- 
bution, and hence, local melting rates along the solid- 
liquid interface, Whereas the influence of Marangoni 
convection is felt strongly by the local melting at the 
melt front, causing notching near the free surface, 
the resultant global melting rates are only marginally 
higher. As expected, surface tension effects diminish 
as the cavity height is increased. 
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SIMULATION DE LA FUSION DUN METAL PUR AVEC FORCE DE FLOTT’EMENT 
ET TENSION SUPERFICIELLE DANS LA PHASE LIQUIDE 

R&u&-On presente des rbultats analytiques pour la fusion d’un metal pur a partir dune paroi verticale 
isotherme. On degage I’influence de la tension superficielle sur l’ecoulement et le transfert thermique dans 
la phase liquide aussi bien qie la forme resultante et le mouvement de I’interface solide-liquide. Les 
predictions numbriques revblent une interaction complexe entre les forces de flottement dans le bain et les 
effets de Marangoni a la surface libre. La convection pilotk par la tension interfaciale cause une compaction 
isothenne prZs du sommet adjacent du front de fusion. Le transfert thermique associi, a I’intersection de 
l’interface solide-liquide et de la surface libre est Clevb et il resulte dune “entaille” dans le solide. L’influence 
de la convection de Marangoni est trouvee dans la fonne et le mouvement de l’interface solide-liquide. 
Les vitesses de fusion calculbs montrent une faible sensibilite a I’introduction dans I’analyse des forces 
thermocapillaires. Des rbultats representatifs pour le champ de vitesse et la distribution de temperature 
dans le bain sont montrb graphiquement pour la forme de la phase liquide, les courbes d’isothermes et de 

fonction de courant. 

SIMULATION DES SCHMELZENS VON REINEM METALL UNTER 
BERUCKSICHTIGUNG VON AUFTRIEB UND OBERFLACHENSPANNUNG IN DER 

FLUSSIGEN PHASE 

Zusammenfassung-Es werden analytische Lasungen fur das Schmelzen von reinem Metall einer iso- 
thermen senkrechten Wand vorgestellt. Die Untersuchungen beleuchten sowohl den Einflug der Ober- 
flichenspannung auf die Striimung und den Wiirmetransport als such die daraus resultierende Form 
und Beweaunn der Grenztlache zwischen FeststotT und Fhissiakeit. Es wird ein auf Kontrollvolumina 
basierendei DTskretisienmgsverfahren angewandt, urn die pa&hen Differentialgleichungen im ungleich- 
firmigen Schmelzbereich zu l&en, w&rend die sich eigentlich bewegende Grenze durch die Annahme 
quasi-stationiirer Bedingungen als stillstehend angesehen wird. Numerische Berechnungen lassen eine 
komplixierte Wechselwirkung zwischen Auftriebskdften in der Schmelze und den Marangoni-Effekten an 
deren freier Obetiche erkennen. Die von der Oberflkhenspannung angetriebene Konvektion verursacht 
im oberen Bereich der SchmelxtXche eine isotherme Verdichtung. Aus der damit verbundenen grogen 
Wgrmestromdichte an der GrenzfiZiche awischen Feststoff und Fliissigkeit und an der freien Obertilche 
der Schmelae resultiert eine bedeutende “Einkerbung” in der festen Phase. Daher macht sich der EinfluB 
der Maranaoni-Konvektion bei der zeitlich verlnderlichen Form und Bewegung der Grenzflache stark 
bemerkbar, Die berechnete Gesamtschmeltgeschwindigkeit reagiert weniger emptindhch auf die Ein- 
bexiehune therrnokanillarer Krgfte. Renrgsentative Eraebnisse fiir das Striimungsfeld und die Temperatur- 
verteilung in der Schmelze werden grafisch in der F&m von Isothermen in der fliissigen Phase und in 

Stromfunktionsverteilungen gezeigt. 
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MO~EnMPOBAHWE IIJ-IABJlEHWl WCTOI-0 METAJIJIA C YWTOM IIO&bEMHOft 
CHJIbI M CHJIbI I-IOBEPXHOCTHOI-0 HATIIIKEHHR B IKkfmOtf QA3E 

WlIpencraanem me4xne pesynbram nnn nnannetixn s~croro Me-ranna y lno~tp- 
rrmgccroii ae~Hofi cTetouI. Hcz~~enycrcn -He noaepx~ocrxoro HaTaxe- na rePewe II Ten- 
nonepeeoc B ramoL @ax, a Taxxe 88 pe3ynbntpymntym @8op~y x nauxemte rpluunlbl pa3nena hiexny 
TaePJlbtr.I aeLuuxaoM Ii NW.tIocTbio. Onpenenmomae m#l$epeHUuanbxble ypasHeHsn B ¶aCTHbu npoH3- 

sormwso6nacrannaane~n~eapasllnaao~~pMarpemaro~cK~aoc~osecxe~sto~haro~~crpc- 

Tmamni, a n~ear;yruancn rpa~ma mi~aeTcn iienomwmoii B ~~OTB~TL~BHH c UonyluemeM 0 

~H~arploHapocm.YE~CtmarepacgeTblUOKa3bl~toT~O~~CBa3bMe~nO~M~CHnaMH 

B pacnnane n ~@@~KT~MH Mapamorm y ceo6on~oii noaepxnocnr pacnnaaa. Kowaexx~~~a. o6ycnoanea- 
Han nonepwocTmItM Ha-rnxemew nbt3bmaeT n3~epnw9ecroe yn.nor?tetme mua $porro~ pacnnaea H B 
IIpmemmUeii I: Hehty o6nacru CnnW TcnJIonepeHoc Ha rpamiue pa3ne.Jfa rdcury ~~cpnoil H 

mm~ol@3a~~,aTa~zce Hacro6omio8 rpaiimte pacnnaaa ~~HBOIIBT L ~~M~THOMY "3a3y6pmaHmon 

TlWp~O~OBeUIeCTBa.~O3TOMyLOHBeKWKh'fa~WoHH3Ha9HTeJlbHO BnHnerHa3aBHCKuryloOTBpeMeHH 

&pMy H mmxetme rpatniuar Mexny rsepnbrh4 Rno~ H muw3crb~~. Omro paccqHTatitrare cropocm 
MaBJlelUiK MeTaRna B UCnOM MeHee 'Q'BCTBHTellbHbl K yVCry T~MOKallHJlJlxpHbnr CHJLXapaKTepHbIe 

pe3ynbTaTbi nnn norm Tevemrn u pacnpeneneHHn Texnepa~ B pacnnaae noxasaiibx rpa@iuecrH B 


